SQL Response 1.3

Learning topics

redgete

usly simple tools



LT W] Vo T3 = Ut (= 4

What does SQL Response monitor?

About alerts and reCoOMMENAALIONS ...ttt et e e e ee e nnns 5
ISy W ) =11 = 8
ISy Ao )l =01 0 0] (=T T F= 1T o 1 14

Installing and setting up SQL Response

INSTAllatioN OVEIVIBW ...t ettt ettt e e e 17
Installing and connecting to the Alert RepOSItOrY .......ooiiiiiii i 18
Adding SQL Servers 10 MONITOr ... ...t ettt a e e eaaeee e ananns 27
ACHIVALING SQL RESPONSE ...ttt et e ettt et e e 32
Collecting SQL Profiler trace data .......cccviiiiiiiii i e e e e 38

Working with alerts and recommendations

Monitoring the status Of SQL SErVErS ... e 40
Viewing and filtering alerts and recommendations ............c.ooiiiiiiiiiiiiiiii i 42
VIewing alert details ... ..oovir o et 46
Viewing performance snapshot data ..........oooiiii i eas 51
Clearing alerts and adding COMMIENTS ......oiiiiiiiiii i e e e eeaaneeas 55

Configuring SQL Response

Working with configuration templates ... s 60
Configuring individual alerts and recommendationsS.........ccooiiiiiiiiiiiii i 66
Setting UP €Ml . ..o e 70
Further information on SQL Response recommendations
ADOUL fragmenNted INAEXES ....oiiiiie ittt et e e e e e e eeaeeeeaaanns 76
ADOUL TUIl BACKUPS ... e e 78
Backing Up YOUT database ........cooiiiiiiiiiiiii e et ettt et aaan 79
ADOUL INTEGIItY CRECKS .. ettt et e et e eaneeeeanan 80
ADOUL 10g DaCKUPS ...ttt 83
AbOUL page VerifiCationN ... .. et 86
About free space in data files. ... ..o 88
About free space iN 10g files. ... s 89

Tips and Troubleshooting

© Red Gate Software Ltd 2
14 May 2009



Managing the size of the Alert Repository data files on disk.............iiiiit. 91

Changing the Windows login credentials for a specific computer ..............cccoviiin.... 92
Reducing deadlOCKS. ... ... e 94
[T o 18 od 1 o N o] (o T < 96
© Red Gate Software Ltd 3

14 May 2009



SQL Response monitors your SQL Server instances, and raises alerts to warn you about
issues such as failed jobs, blocked processes, low memory problems and connection
errors.

When a problem occurs on one of your monitored SQL Servers, the relevant alert is
raised, containing details of exactly what has happened, and at what time. Each alert
contains useful diagnostic data to help you identify the cause of the problem.

SQL Response also recommends maintenance actions to take on your databases, based
on the data it collects about each SQL Server.

SQL Response works with any combination of SQL Server 2000, SQL Server 2005 and
SQL Server 2008.

You can:

e investigate alerts by looking at performance counters (page 51), captured SQL Profiler
trace statements, and system processes

e change the level (page 66) at which an alert is raised (alerts can be raised at high,
medium or low level)

e adjust the thresholds for each alert type (page 8)
e disable alerts (page 66) on one or more SQL Servers

e set up configuration templates (page 60) to manage alerts across a number of
instances at once

e filter the list of alerts (page 42) by SQL Server, by groups of servers, by alert type
and by timeframe

® create your own set of filters and save them as a view
e add comments (page 55) when clearing alerts
e set up email (page 70) to be sent automatically whenever an alert is raised

e view recommendations (page 14) about databases on your monitored SQL Servers

e What's new in this version of SQL Response? (http://www.red-
gate.com/supportcenter/Content.aspx?p=SQL%20Response&amp;c=SQL_Response%o
Scarticles%5cversion_1xx_SQLResponse.htm)

® Find out about activating SQL Response (page 32).

e How can | check for updates to SQL Response? (http://www.red-
gate.com/support/page?c=all_products%5carticles%5ccheck for_updates.htm)

¢ Find out more about Red Gate. (http://www.red-gate.com/about/index.htm)
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About alerts and recommendations

SQL Response informs you about issues on your monitored SQL Servers in two different

ways:

Alerts are raised only when a specific issue occurs, based on thresholds you can

configure; for example when a block or deadlock occurs, a job fails or does not start, or

available disk space falls below a specified percentage.

Recommendations offer advice concerning some best practice issues for managing your

databases, based on certain conditions SQL Response checks for at set intervals.

Example of an alert
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Job duration unusual
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This is a Job duration unusual type alert, for the Server Maintenance and Repair job on
the DEVELOPMENT1 SQL Server.
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It has been raised because the job was running for longer than usual, based on the
average duration of the last ten runs.

Example of a recommendation

n Alert Details - 5(L Response
No backup exists for database
sm_:wy on DEVELOPMENT 1 [ ad Edk Recommrendation CDI'IHQLI'E[II:II'I... I

L 7]
Last checked: 49 minukes ago

About backups

S0L Response rases e Mo backup exists for database recommendation when the backups system table does nok
contain an entry for a bacap of this database. Full, differential and ktransaction log backups are al considered bo be a backup
wihen checking for the most recent: backup,

Databases should be backed up regularky as part of 3 maintenance roukine,

S0L Response dhecks once an - hour whether Ehis recommendation is stil valid. IF you perform a backup, then the
recommendation will no longer apply, and the next time SOL Response checks the skatus of recammendations it will be
aukomakically removed; you do not have bo clear i

T burn off Hhis recommendation, dick Edit Recommendation Configuration,

Mobe: IF you turn of f this recommendation, & is not remosved immedistely, Tt will only be removed the nest time S0L Responss
runs the recommendation check.

More belp on backups

This is a No backup exists for database type recommendation for the SalesDB_Copy
database on the DEVELOPMENT1 SQL Server. It has been raised because SQL Response
cannot find any backup entry for this particular database in the backups system table.

It was last checked 49 minutes ago, and will be checked again in 4 hours and 11 minutes
time. If a backup is found for this database when SQL Response next checks, the
recommendation will be removed.
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Alerts display a number of sections containing detailed information about the
problem, performance snapshot data, and any comments added when the alert was
last cleared.

Recommendations display some text to describe the generic issue, and a link to
further information on the Red Gate Support website.

Alerts have a status of active or cleared, and can be raised at a number of levels
(low, medium, or high).

Recommendations do not have different levels, and cannot be manually cleared;
they are automatically removed when the issue has been resolved.

view different occurrences of an alert; for example, if a job fails several timse in a
day, you can view each separate failure

clear alerts; clearing an alert changes its status from active to cleared
add comments to an alert
configure alerts to be raised at low, medium, or high level

filter alerts by timeframe; for example, to view only alerts from the last hour, the last
12 hours, the last week, month and so on

set up an email to be sent when an alert is raised

view historical alerts

filter by SQL Server, and by type of alert or recommendation
sort by any column (for example Type, Detail or Last Occurred)

save custom filters as a view; the views available for alerts are separate from the
views available for recommendations.

enable or disable them; disabled recommendations are only removed the next time
SQL Response checks their status; disabled alerts will not be raised in future, but
existing alerts of that type are still available to view.

configure thresholds (not all alerts or recommendations have configurable thresholds)

open in a new window

The presence of alerts and recommendations on a specific SQL Server are both indicated
by a colored bar next to the SQL Server name in the Servers to show area.
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SQL Response raises the following types of alert:

Computer unreachable
Raised when:
Configurable thresholds:

Possible causes:

Computer login failure
Raised when:
Configurable thresholds:

Possible causes:

SQL Server unreachable

Raised when:

Configurable thresholds:

Possible causes:

SQL Server login failure
Raised when:

Configurable thresholds:

Computer cannot be contacted on the network

None

e Computer is turned off

e WMI (the interface through which Windows
computers provide information and
notification) is not enabled

Login to computer unsuccessful

None

e |ncorrect Windows account credentials
specified

e Disabled Windows account

SQL Server instance not running or cannot be
contacted

This alert will always be raised following the
Computer unreachable alert for any SQL
Server instances on the computer that cannot
be contacted

None

SQL Server instance has been stopped

Login to SQL Server instance unsuccessful

None
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Possible causes:

Job failure

Raised when:

Configurable thresholds:

Possible causes:

Job did not start

Raised when:

Configurable thresholds:

Possible causes:

Job duration unusual

Raised when:

e Incorrect credentials specified (username
invalid, unauthorised user, or password
incorrect)

e SQL Server is in single user mode

e Alert Repository service account is not
sysadmin

Job does not complete successfully (returns
error code)

None

Various

Check the Job step details area of the alert
to review the returned message for each job
step

A scheduled job did not start at the expected
time

None

® Previous execution of this job was
overrunning

® SQL Server Agent was not running (a SQL
Server Agent not running alert is raised
when SQL Response first detects that SQL
Server Agent is not running)

e No target servers defined

The job execution time has exceeded or fallen
below the baseline duration (the average of
the last ten runs) by a specified percentage

Alert indicates whether the job has underrun
or overrun
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Configurable thresholds:

Possible causes:

Notes:

% longer than baseline

% shorter than baseline

e High system load
e Suboptimal SQL execution plan

e Job is waiting on an event or blocked

SQL Response calculates the baseline duration
by using the job history to find the last ten
successful run times

SQL Response will not raise the Job duration
unsual alert until the job history contains at
least ten successful runs

SQL Server Agent not running

Raised when:

Configurable thresholds:

Possible causes:

Low disk space

Raised when:

Configurable thresholds:

Possible causes:

Low physical memory

Raised when:

Configurable thresholds:

Possible causes:

No SQL Server Agent service running
None

SQL Server Agent has been stopped, or
encountered a problem and failed

Amount of space available on a disk drive has
fallen below a specified level

% of used space on disk

e Database and log files may be growing too
large without frequent backups

e Other applications may be using the disk
drive for file storage

Physical memory usage has exceeded a
specified level

% of used physical memory

Computer may be overloaded
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Long running query

Raised when:

Configurable thresholds:

Possible causes:

Blocked SQL process

Raised when:

Configurable thresholds:

Possible causes:

SQL deadlock
Raised when:
Configurable thresholds:

Possible causes:

Query has been running for longer than a
specified duration

Query duration (seconds)
e Complex query
e Insufficient physical memory

e CPU over-utilized

A SQL connection has been waiting for
another process to release its blocking lock for
longer than a specified duration

Block duration (seconds)
® |ong-running queries.

e Using Insert, Update or Delete on large
numbers of records in a single transaction.

e Canceling queries, but not rolling them
back

Deadlock detected

None
e Inefficient application code

e Application accesses objects in a different
order each time

e User input during transactions
® | engthy transactions

® Locks not being released as early as
possible

SQL Server error log entry

Raised when:

Configurable thresholds:

An error message has been written to the SQL
Server error log with a severity level above a
specified value

None
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Possible causes:

Cluster failover

Raised when:

Configurable thresholds:

Possible causes:

Database state changed

Raised when:

Configurable thresholds:

Possible causes:

CPU utilization unusual

Raised when:

Configurable thresholds:

Various

Check the SQL Server error log entry area
of the alert to see the error message text

The active node for the cluster has changed
None

The previously active node has failed or been
manually switched to a different node.

Database has been created, removed,
restored, or has changed state to:

e offline

e suspect

® not recovered yet
® in recovery

e crashed while loading
None

As above

Processor activity has exceeded or fallen
below a specified percentage for longer than a
specified duration

Alert indicates whether utilization is unusually
high or low

% CPU utilization considered high
Duration of high CPU utilization (seconds)
% CPU utilization considered low

Duration of low CPU utilization (seconds)
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Possible causes: e Other processes running on the CPU -
check the System processes area of the
alert

e CPU-intensive SQL queries - if trace is
turned on for the SQL Server, check the
trace SQL statements in the Performance
snapshot area of the alert

Note: SQL Response only collects CPU usage data at
5-second intervals:

e the minimum value for the duration is 5
seconds

e when you configure the alert, change the
duration value by 5 second increments

For each type of alert, you can:
e disable it, so the alert will not be raised in future
e change the level at which it is raised, to either low, medium, or high

e change the thresholds that trigger the alert to be raised

You can edit the alert settings for a single SQL Server or across a number of SQL Servers

at once (by editing a template (page 60)). For job-related, disk-related or database-
related alerts, you can edit the alert for a specific job, disk or database.

When an alert is raised, you can change its settings by clicking Edit Alert Configuration
in the alert details pane. To review the settings for alerts, or edit one or more alerts, click

Configuration in the main toolbar.

© Red Gate Software Ltd
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Recommendations are raised when certain conditions exist in any database on a

monitored SQL Server instance.

SQL Response checks the status of these databases at set intervals and updates the list
of active recommendations. Any recommendations that no longer apply are automatically

removed.

SQL Response raises the following types of recommendation:

No backup exists for database

Raised when:

Configurable thresholds:
Default check:
Resolution:

More information:

Full backup overdue

Raised when:

Configurable thresholds:
Default check:
Resolution:

More information:

Log backup overdue

Raised when:

Configurable thresholds:

No entry for a backup exists in the backups
system table

None
Every 5 hours
Back up database

About database backups (page 79)

The backups system table does not contain an
entry for a full backup, or the last full backup
is older than a specified time

Time since last full backup (days)
Every 5 hours
Run full backup on database

About full backups (page 78)

The backups system table does not contain a
transaction log backup entry for this database,
or the last transaction log backup is older than
a specified time

(Only raised for databases using the the full or
bulk-logged recovery model.)

None
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Default check:
Resolution:

More information:

Integrity check overdue

Raised when:

Configurable thresholds:
Default check:
Resolution:

More information:

Fragmented index

Raised when:

Configurable thresholds:

Default check:
Resolution:

More information:

Page verification is off

Raised when:

Configurable thresholds:
Default check:
Resolution:

More information:

Every 5 hours
Back up database

About log backups (page 83)

The database error log file does not contain an
entry for an integrity check, or the last
integrity check is older than a specified time

Time since last integrity check (days)
Every 5 hours
Run database integrity check

About integrity checks (page 80)

The fragmentation of any index in the
database with more than a specified number
of pages exceeds a specified percentage

% fragmentation

Minimum number of pages in index
Every 5 hours

Rebuild index

About fragmented indexes (page 76)

Torn Page Detection or Page Checksum (SQL
Server 2005 only) is not enabled for the
database

None
Every 5 hours
Enable Torn Page Detection/Page Checksum

About page verification (page 86)
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Transaction log has excessive free space

Raised when: The percentage of the total transaction log
size that is not utilized exceeds a specified
value, and the log size is above a specified
value

Configurable thresholds: % free space in transaction log

Minimum transaction log size (MB)

Default check: Every 5 hours
Resolution: Shrink transaction log to reclaim disk space
More information: About free space in log files (page 89)

Data file has excessive free space

Raised when: The percentage of free space in a database’s
data file exceeds a specified value, and the
data file size is above a specified value

Configurable thresholds: % free space in data file

Miniumum data file size (MB)

Default check: Every 5 hours
Resolution: Shrink data file to reclaim disk space
More information: About free space in data files (page 88)

For each type of recommendation, you can:
e disable it, so the recommendation will not be raised in future

e change the thresholds (for some recommendation types only)

You can edit the recommendation settings for a single SQL Server or across a number of
SQL Servers at once (by editing a template).

When a recommendation is raised, you can change its settings (for example, to disable it
in future) by clicking Edit Recommendation Configuration in the recommendation
details pane. To review the settings for recommendations, or to edit one or more
recommendations, click Configuration in the main toolbar.
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SQL Response does not require any components to be installed on the SQL Servers you
want to monitor. SQL Response comprises two main components:

e the SQL Response client, installed on your local computer

The SQL Response client communicates with the Alert Repository to retrieve and
display all alerts.

e the Alert Repository, typically installed on a network server

The Alert Repository is a Windows service that continuously monitors your SQL
Servers and generates alerts when problems occur.

Install the SQL Response client.
2. Install the Alert Repository, and connect to it.

The Alert Repository installer is part of the SQL Response client; when you have
installed the SQL Response client, you will be prompted to install the Alert Repository.
You need to connect to the Alert Repository before you can add SQL Servers to
monitor.

For more details, see Installing and connecting to the Alert Repository (page 18).
3. Add SQL Server instances to monitor.

Select the SQL Servers you want to monitor, and set the properties for each.

For more details, see Adding SQL Servers to monitor (page 27).
4. License SQL Servers for use.

All SQL Servers you monitor are licensed for a 14 day trial period from the time you
install the Alert Repository. To continue monitoring after this period, you need to
apply a serial number to activate each SQL Server.

For more details, see Activating SQL Servers in SQL Response (page 32).
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When you first run SQL Response, you are prompted to install an Alert Repository. The
Alert Repository is required by SQL Response to monitor SQL Servers.

The Alert Repository is a Windows service that runs on a network computer; it
communicates continuously with a list of specified SQL Server instances to collect
information about their performance and store issues relating to job failures, performance
problems and so on.

The Alert Repository service must be run under an administrator account; it also requires
local administrator privileges on all SQL Servers it monitors.

The SQL Response client runs on your local computer and retrieves alert information from
the Alert Repository for each monitored SQL Server instance. When the client is not
running, the Alert Repository continues to monitor your SQL Servers and collect alert
information.

You can install multiple SQL Response clients connecting to a single Alert Repository. This
allows several users to access the alerts raised on that Alert Repository. Any updates
made by one client would be reflected in all other clients within a short period of time.

You can install several Alert Repositories; this may be useful if you have a large number
of SQL Servers to monitor. We recommend that you monitor no more than 50 SQL
Servers on a single Alert Repository. When using multiple Alert Repositories with a single
client, you would have to disconnect from one Alert Repository and connect to the other
in order to view alerts across all your monitored SQL Servers.

To monitor your SQL Servers, we recommend you install the Alert Repository on a
network server.

o (e .l
7, =5 *
Local computer Server on network Monitored SQL
SQL Response client Alert Repository Servers
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If you want to evaluate SQL Response by monitoring only a small number of servers, you
can install the Alert Repository on your local computer. Note that if you turn this
computer off, for example when you go home in the evening, monitoring will stop and no
alerts will be raised by SQL Response during that period.

-
""‘% o
= . b

Local computer Monitored SQL
SQL Response client and Alert Repository Servers

Note: Windows 2000 is not a supported operating system for the computer running the
Alert Repository.

1. If the Alert Repository Setup wizard is not displayed, from the Alert Repository
menu, select Alert Repository Setup.

Select Install a new Alert Repository.
Select On a server somewhere on your network.
Click Next.

To install on a network server, you need to copy an MSI installer file to the computer,
and then log in to that computer to run the installer.

5. Click Save Installer File to Server and copy the Alert Repository installer (MSI) file
to a folder on your network server.

If you can connect remotely from your local computer, click Launch Windows
Remote Desktop to connect to the server.

6. Run the installer file locally on the network computer.

The SQL Response Alert Repository Setup wizard is launched.

Alternatively, you can install the Alert Repository on the same computer as the SQL
Response client. This may be suitable for evaluation purposes.

To do this:
1. In the Alert Repository Setup wizard, select to install On this server.
2. Click Next.

The SQL Response Alert Repository Setup wizard is launched.
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Follow the steps in the Wizard to specify the settings for installing and running the Alert
Repository.

& SQL Response Alert Repository 1 Setup [Z“E|E|

Welcome to the SOL Responise Alert
Repository 1 Setup Wizard

The Setup Wizard will inskall S3L Response alert Repository
1 on this server,

AL Response Alert Repository 1, Yersion 1,0.0,1746

Mk ] [ Cancel

Select a folder to store the alert files created by the Alert Repository.

Every time an alert is raised, one or more alert files are created containing details about
the alert. These alert files are stored on the same computer that runs the Alert Repository
service.

When SQL Response has been running for several days or weeks, the number of alert
files stored in the data store folder could grow to be quite large. This takes up a lot of
disk space, and may adversely affect the performance of SQL Response.

You should select a folder on a disk with as much space as possible. We recommend a
minimum of 1GB per SQL Server instance being monitored.

Note: You can configure SQL Response to automatically delete alert files from disk after a
specified time. See Managing the size of the Alert Repository data files on disk (page 91).
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The Alert Repository service requires an administrator account, with administrator
privileges on all the SQL Servers you want to monitor:

i SQL Response Alert Repository 1 Setup

Alert Repository service account '

The Alert Repository runs as a Windows Service and requires a user account,

Windows service account:

Uset namne: |DOMAIN'I,.|5.dministratDr

Password: |***********

This will be the defaulk account used ko do bokh of the Following:

» access each S0L Server instance {using Windows authentication)
= loginto each computer on which the SOL Server instance is located {using WD

Mote: You can change the authentication settings For an individual SOL Server
after installation, when you select it to be monitored,

[ Back. ” Mext ] [ Cancel

When you connect to the Alert Repository and add SQL Servers to monitor in the SQL
Response client, you will see that the Alert Repository service account is used by default
to connect to each SQL Server and also to the computer hosting the SQL Server.

Enter the user name and password for the account, then click Next. SQL Response
validates the credentials.

If you subsequently change the account name or password after SQL Response has been
installed (for example, if this is an account that requires a change of password every six
months), you will need to specify the new details in the properties of the Alert Repository
service using Windows Services. You cannot update the credentials within the SQL
Response interface.

Note: Windows 2000 is not a supported operating system for the computer running the
Alert Repository. (Windows 2000 is still supported for the SQL Response client and for
monitored SQL Servers.)

To subsequently specify a different account to log in to one of your monitored servers,
see Changing the Windows login credentials for a specific computer (page 92).
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When you enter the account credentials and click Next, SQL Response checks that the
account you entered can be used to run the Alert Repository service. If the credentials
are not valid, a page is displayed:

i SQL Response Alert Repository 1 Setup

Account credentials not valid |

L
(= % The account credentials to install the Alert Repository service are nok walid,

DOMAIN' jehndoe

- does not have administratar rights on the local computer, or
- username | passwaord is incorrect

Click the Back button to re-enter your account details.

R
Continue installation:
() Use Local System account (*) Use "DOMAIN: johndoe"

After installation, wou will need to The installation may Fail when

either edit the account details Far attempting ko skark the Alert

the alert Repository service, ar Repositary service, IF the

specify in the SOL Response client installation Fails, wou should

an adminskrator account For each re-install using the Local Svstem

SOL Server you wank to monikar, accaunt,

Back. “ Mexk ] [ Cancel

Do one of the following:
e Click Back and enter a different account or password
e Continue the installation process using the Local System account

This allows you to complete the installation of the Alert Repository. However, the Alert
Repository service will not be able to connect to any SQL Servers you want to monitor
using the Local System account; you will need to either:

- change the account used to run the Alert Repository service after installation (use
Windows Services to edit the properties of the service), or

- specify an account to use to connect to each SQL Server when you add SQL Servers
to monitor in the SQL Response client. See Adding SQL Servers to monitor (page 27).

e Continue the installation process using the account you specified

This allows you to continue installing the Alert Repository. However, the installation
may fail at its final step, when it attempts to start the Alert Repository using this
account. If the installation fails, you will need to re-install the Alert Repository from
the beginning, using a different account.
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The Alert Repository service requires a TCP port to communicate with the SQL Response
client.

The default port number is 7398.

Choose a port number between 1 and 65535 that is not in use and allows incoming
connections.

When you have finished installing the Alert Repository, you need to connect to it from
SQL Response:
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e If you are still running the Alert Repository Setup wizard, click Next to choose the
Alert Repository to connect to.

e Otherwise, from the Alert Repository menu in SQL Response, click Connect to
Alert Repository.

L& Connect to Alert Repository rz|
Connect to the Alert Repository @
Server where Alert Repository is installed; |Mnnitnringﬁerver1 w
TCP Park:  |7398 &
Conneck ] [ Cancel

Type the name or IP address of the computer where you installed the Alert Repository,
and click Connect.

The connection status to the Alert Repository is shown in the status bar at the bottom left
of the application window. When you are connected to the Alert Repository, the name of
the computer hosting the Alert Repository, the port number, and licensing status, is
displayed:

Alert Repository: ﬁ brianh Port; 7393 License: 11 daws of trial remaining
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Whenever SQL Response communicates with the Alert Repository for a specific purpose,
for example to refresh the display of alerts or retrieve alert details, the task status is
displayed in the status bar at the bottom right of the application window:

Retrieving alert details i | CCCDL =

When you have successfully connnected to the Alert Repository, you need to select which
SQL Servers you want to monitor. See Adding SQL Servers to monitor (page 27).

If you have installed a newer version of the SQL Response client, you should upgrade the
version of your Alert Repository version to match the client. The installer files to upgrade
the Alert Repository are automatically installed with the new version of the client.

You will be prompted to upgrade your Alert Repository to the new version when you next
connect to the Alert Repository:

L& Newer Version of Alert Repository Available &l

The version of the Alert Repository wau are connecking ba is alder than the version of the S0L
Response client,

Alert Repository: V¥1.0.0.1746

S0l Response client:  ¥1.2.0.121

Upgrade Alert Repository to ¥1.2.0.121

Maoke: ¥au can cankinue ko use khe currently installed wersion of the lert Repaositary, buk woo
will not benefit from any enhancements or updates in the newer version,

[] on't show me this warning again

Click the Upgrade Alert Repository link to start the Upgrade Alert Repository
installation wizard. If you don't want to upgrade the Alert Repository, click OK to close

the dialog box.

You can also upgrade at any time when you are connected to your Alert Repository by
selecting Upgrade Alert Repository from the Alert Repository menu.

All your existing alerts will remain available. No data is altered or removed.

Your current configuration will remain unchanged and you will be able to connect to the
Alert Repository without changing your existing credentials.
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Note: If you have several SQL Response clients and some have not been upgraded, these
older versions of the client will still be able to connect to the newer version of the Alert
Repository.

SQL Response will still continue to work with the older version of the Alert Repository, but
you will not benefit from any enhancements or bug fixes available in the newer version.

For a list of what's new in the latest version, see the release notes for the latest version
(http://www.red-
gate.com/supportcenter/Content.aspx?p=SQL%20Response&amp;c=SQL_Response%5ca
rticles%5cversion_1xx_SQLResponse.htm).
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Adding SQL Servers to monitor

To monitor SQL Servers in SQL Response, you need to have installed and then connected
to the SQL Response Alert Repository. If you are not connected to the Alert Repository,
see Installing and connecting to the Alert Repository (page 18).

Selecting the SQL Servers to monitor

1. Click E‘I} Add SQL Servers.
The Add SQL Servers dialog box is displayed.

+ Add 501 Servers 3
[ Salect Al ] [Desale-:t All ] LﬁEdltEar'-'ar Properties... | [nddaﬁ::clﬁarl.aerthmd... ] L7
Add  SOL Server Instance  Template Trace  Conneclion setling:  Login credenbals s
[ oevoln Defaul Tem.. Mo Diefault £ + @ oomamclebaladiin
[] wEBSTTEMEW Defauk Tem.. Mo D st o+ @l DomamGlebaladrrin
[0 MONSERVICES Defauk Tem.. Mo D ult 2+ # DomaNGlobaladrmin
[] CEVELOPMENTMEY  Defauk Tem.. Mo Dot 2+ @ DoMAINGlobaladrmin
[0 resteoRE Dwfauk Tem.. Mo Dt 2+ @ DOMAINGlobaladrrin
[] resteORA Defauk Tem.. Mo Diefault £+ @ nomamnSiobaladmmin
[ ow-=z Defauk Tem.. Mo Dief anlt 2+ # oomamGlobalzdmin
[l wrcpataz Defaul Tem,. Mo D ault .+ pomamclobaladmin
[ mvcoatal Defaul Tem.. Mo Doesf 2+ @ pomamickhaladmin
[0 wWeBEsITE Defauk Tem.. Mo Dt 2+ @ poMaIN Globaladmin
[] sALESTEST Owfauk Tem.. Mo Dief anlt 2.+ @ DoMAINGlobaladmin
[] sALESLI¥E Dwfauk Tem.. Mo Dt 2+ @ poMAIN Glabaladrin
[ Fruance:z Defaul Tem.. Mo Diefault £+ @ pomamckbaladmin
[ FuamcEr Defaul Tem.. Mo Diefaut .+ @l pomaimGiobaladmin
[l cevELOPMENTZ Defauk Tem,.. Mo Dt .+ pomamGiobaladmin
[ DCEVELOPMENTI Defaulk Tem.. Mo Dief et 2.+ @ pomMamGobaladmin -

| add || concel |

The Add SQL Servers dialog box shows all the SQL Server instances that are:
¢ in the same domain as the Alert Repository, and

¢+ in the same IP range as the Alert Repository, and

¢+ not yet added to SQL Response

2. In the Add column, select the check box next to each SQL Server instance you want
to monitor.

If the instance you want to monitor is not listed (for example if it is in a different
domain or a sub-domain), click Add a SQL Server Not Listed and type the full path
to the SQL Server instance. It is added to the top of the list and selected.

3. Before you click Add to start monitoring the selected SQL Servers, you can change
the following settings for each SQL Server:
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¢ log-in credentials

¢+ whether SQL Profiler trace is enabled

+ configuration template

¢ connection settings, such as connection time out value

For more information about changing any of these settings, see the sections below.
4. Click the Add button to start monitoring all the selected SQL Servers.

The list of monitored instances is displayed in the Servers to show area of the Filter
pane on the left of the main application window:

Servers to show ) Trace

W k) DEYELOPMENT1
.. DEYELDPMENTZ
.. FINANCE1L
7. FINANCEZ

!

5. SALESLIVE

7. SALESTEST

£ L L S %

When you first add SQL Servers to monitor, the icon next to the SQL Server name
indicates that SQL Response is attempting to connect and log in to that instance. If
the connection or login is unsuccessful, the icon will be updated. For an explanation of
SQL Server status icons, see Monitoring the status of SQL Servers (page 40) .

The account listed under Login credentials in the Add SQL Servers dialog box is, by
default, the Alert Repository service account that was entered during the Alert Repository
installation process. This account is used to connect to both the SQL Server (for collecting
SQL-related data) and also to the computer hosting the SQL Server (for checking drive
space and general server issues).

2.+ @ CompanyDomaimSRLogin Indicates that the same credentials
are used to log in to the computer
and to connect to SQL Server on this
instance.

Click the SQL Server to select it in the list.
Click Edit Server Properties.
In the Server Properties dialog box, under Login credentials, you can:

¢+ Specify a different Windows account to log in to the computer hosting the SQL
Server (on the left side).

If you have several SQL Servers running on the same computer, the same credentials
will be used for each SQL Server.

¢+ Use SQL Server authentication instead of Windows authentication for the SQL
Server login (on the right side)
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Note: You cannot change the Windows authentication settings for SQL Server login in this
dialog box. These credentials are specified when you install the Alert Repository, and are
used for connecting to all monitored SQL Servers. To change the Alert Repository service
account, you will need to edit the properties of the Alert Repository Windows service to
run it using a different account.

You can change the credentials for multiple SQL Servers at the same time by selecting
several SQL Servers in the list. The names of the SQL Servers you are editing are listed in
the title bar of the Add SQL Servers dialog box.

Click Test Credentials to attempt to connect to the SQL Server(s) using the account
settings you entered. SQL Response displays a message beneath the relevant account if it
cannot connect using the specified details.

When editing the settings for multiple SQL Servers, SQL Response will stop testing the
credentials after the first connection failure. The SQL Servers are tested in the order in
which you selected them from the Add SQL Servers dialog box; this order is listed in the
title bar.

Tip: When SQL Response returns an error message after the credentials test, you can
view more information about the problem by moving your mouse pointer over the
message to view a tooltip:

g Incu:ur%:t UsEr name of passwiord

Zannot connect with YWHI on the computer,
Arccess is denied, (Exception from HRESULT: 0x80070005
{E_ACCESSDEMIEDY)

When you have changed the default credentials for the computer login or the SQL Server
login, the entered credentials are shown separately in the Add SQL Servers dialog box:

2, CompanyDomaimsFLlogin B SQLACcountl Shows both the computer login
credentials and the SQL Server
authentication

Enabling SQL Profiler trace data on a monitored SQL Server means that SQL Response
continuously collects trace data from that server. When an alert on that SQL Server is
raised, trace data for the period immediately before the alert is displayed as part of the
alert details. This allows you to inspect in detail what was happening on that Server at
the time the alert was raised, and can help you to diagnose the problem.

To enable the collection of SQL profiler trace data on a SQL Server:

1. In the Add SQL Servers dialog box, click to select the SQL Server in the list.
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2. Click Edit Server Properties

3. In the Server properties dialog box, select Enable collection of trace data.

Note: We recommend that you enable trace on a maximum of eight to ten SQL Servers,
as the continuous collection of trace data can lead to performance issues. SQL Response
will still raise alerts on SQL Servers that do not have trace enabled, and performance
data other than Profiler trace is provided as part of the alert details.

For more details, see Collecting SQL Profiler trace data (page 38).

Choosing a configuration template is an optional step. If you do not select a template,
SQL Response will use the Default Template for added SQL Servers. The Default Template
contains the settings and thresholds for each type of alert and recommendation that SQL
Response raises.

Once you have added the SQL Servers to monitor, you can edit the Default Template or
create new templates. See Working with templates (page 60).

1. Select the required network protocol from the Network protocol list.

The available client protocols are those configured in Microsoft SQL Server using the
Client Network Configuration in Computer Management.

2. In Network packet size, type or select the size of the network packets to be sent.
The default value is 4096 bytes.

3. In Connection time-out type or select the number of seconds to wait for a
connection to be established before timing out.

The default setting is 15 seconds.

4. In Execution time-out, type or select the number of seconds to wait before
execution of a task is stopped.

The default value is zero seconds (no time-out).

To force the connection to be encrypted, select the Encrypt connection check box.

To stop monitoring a SQL Server, right-click it in the Servers to show area of the filter
pane, and click Remove SQL Server.
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You can also press the Delete key to remove the currently selected SQL Server.

= Remowe SOL Server - FINANCE1

0L Response will skop monitoring this SOL Server

Delete exisking Alert Repositary files For this SOL Server 1§

Deackivate Server license

[ 8] 4 ][ Cancel ]

Select Delete existing Alert Repository files for this SQL Server to permanently
remove all the alert files for this SQL Server stored on disk on the Alert Repository
computer. This frees up space on the Alert Repository computer and can improve the
performance of SQL Response.

Clear this option only if you intend to start monitoring this SQL Server again in the future,
and want to preserve all the historical alerts.

Note: There may be a slight delay deleting the files from the Alert Repository data folder
when the SQL Server is removed. It can take up to ten minutes before the files are
deleted.

Select Deactivate Server license to deactivate SQL Response on this SQL Server
instance, and on any other instances hosted on the same computer. If you are
deactivating a SQL Server instance that is part of a cluster, you will be prompted to
deactivate all the other nodes in the cluster.

For more information, see Deactivating your products (http://www.red-
gate.com/Products/Licensing/v_2/DeactivationHelp).
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When you download and install a product from Red Gate Software, you have a 14 day
trial period in which you can evaluate the product. When your trial period expires, you
are invited to purchase the product. If you need more time to evaluate the product,
contact licensing@red-gate.com (mailto:licensing@red-gate.com).

When you purchase the product, you are sent an invoice that contains your serial
number. You use the serial number to activate the product. If you cannot find your
invoice, you can review your serial numbers at http://www.red-
gate.com/myserialnumbers (http://www.red-gate.com/myserialnumbers).

SQL Response is licensed per SQL Server. If you have a number of SQL Server instances
that are all on the same computer, you need to activate only one of the instances.

1. If you have not done so already, install the Alert Repository (page 18).
2. Connect to the Alert Repository.
3. Add the SQL Server (page 27) instance you want to monitor.

The status of SQL Response on a SQL Server instance is displayed in the Servers to show
(page 42) area in the Filter pane, at the top left of the application window. You can
activate SQL Response on a SQL Server if one of the following icons is displayed to the
right of the name of the SQL Server instance:

R SQL Response is activated for a trial period on all unlicensed SQL
Servers.

F. The SQL Response trial period has expired for all unlicensed SQL
Servers. To monitor this SQL Server instance using SQL
Response, you must activate this SQL Server.

Note: You cannot activate a SQL Server instance until SQL Response can successfully

connect to the SQL Server. If you have a connection error, indicated by 9 or i next to
the instance name then you will not be able to activate this SQL Server.

To see how many days you have left in the trial period, move the mouse pointer over any
of the unlicensed SQL Servers in the Servers to show area:

Dﬁervers ko shiow 'Ifi' Trace | Alert -
v EYELOPMENT1  ‘es Mediurn

I'llia S0l Response is activated For a trial period on this server
I 15| 11 days of the trial period remain,

(M ]
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The status bar at the bottom of the application window indicates how many days of the
trial period remain for all unlicensed SQL Servers, or indicates that the trial period has
expired.

The trial period starts from the time you install the Alert Repository service.

Note: If you have installed multiple Alert Repositories, then you cannot share licenses
between them. You will need a new license for any SQL Server you want to monitor using
a different Alert Repository.

1. Right-click the name of the SQL Server instance and click Activate Server License.

The product activation dialog box is displayed:

Activate SOl Response E|

_,M,!_ Enter your SQL Response serial number

Your serial number was senk bo wou with wour invoice,

If wou cannot find your serial number, wou can retrieve it From the Red Gate Web site at
hitbpe Dvawa red-gate  commyserialnumbers

Serial number:

Mote; I vou purchased SQL Response as part of a bundle, other producks may be
activated by this process, Tell me more about what products are in my bundle.

redgetee

2. Enter your serial number and click Activate.
Your activation request is sent to the Red Gate activation server.

When your activation has been confirmed, the Activation successful page is
displayed.

If there is a problem with your activation request, an error dialog box is displayed. For
information about activation errors and what you can do to resolve them, see
Licensing and activation errors
(/support/page?c&#61;all_products%5carticles%5clicensing_error_messages.htm).
Depending on the error, you may want to try manual activation (page 34).
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3. Click Close.

You can now continue to monitor the SQL Server instance in SQL Response.

Note: The serial number you enter licenses all the SQL Server instances that run on the
same computer.

Right-click the SQL Server instance and click Deactivate Server License.

If you have more than one instance on the same computer, then all the instances on that
computer will be deactivated.

If you need to re-install the product on the same computer, for example following
installation of a new operating system, you can re-activate the product using the same
serial number. If you need to change the computer on which the product is installed and
your current serial number does not work, contact licensing@red-gate.com
(mailto:licensing@red-gate.com).

To activate a cluster, you will be prompted to enter a serial number for each node in the
cluster. For example, if you have four nodes, each on a separate computer, the activation
screen will be displayed four times. You will need a license for each node.

Similarly, when you deactivate a cluster, you will be prompted to deactivate once for each
separate node.

Manual activation enables you to activate products when your computer does not have an
Internet connection or your Internet connection does not allow SOAP requests. You will
need access to another computer that does have an Internet connection.
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You can use manual activation whenever the Activation Error dialog box is displayed
and the Activate Manually button is available, for example:

Activation Error [z|
A Error
L

The ackivation request is in the wrong Format.

Try using manual ackivation as vour Inkernet connection may nok allow SOAP
requests,

I'EEJQBEE® Activate Manually ] [ Cloze

To activate manually:
1. On the error dialog box, click Activate Manually.

The Activate using the Red Gate Web site dialog box is displayed, for example:

Activate SQL Data Compare [z|

i@' Activate using the Red Gate Web site
=g

Copy the et in the box balow, and paste it Paste the activabion response on Hhe Manual
inko the box at: Activation page of the Red Gabe Web site into
bitp: s red-gate, comyactiate o o el ove,

<achvationregqueast »

ayersion =3 < versdon =
<miachinehacsh > om-0- R
e < fmachinehash =
<productcode> | <produchoods =
<majarsersion =6 < majorversion:
<minorversion 0 </minorersion >
<sarialnumber =001-001-001001-
0010 <) serialnumber =
<saggion>ablcz3d4-Sefg-ahi?-7ikde-
milnolp2grisd «fsassion>

<locake =en-UsS < locale =
<jackivationreguest >

il SavetoFie. | (] Loadfom File.. |

recgete®

2. Copy all of the activation request.

Alternatively you can save the activation request, for example to a location on your
network or to a USB device.

3. On a computer that has an Internet connection, go to the Manual Activation page of

the Red Gate Web site at http://www.red-gate.com/activate (http://www.red-
gate.com/activate) and paste the activation request into the box under Step 1.
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redgete’ o

Hame Froducts Furchase Careers Abowt

Manual Activation

Usa the ackivation requsst from the licensing program to generata an achivation
responsae 5o that vow can activate products on vour computer,

Step 1 Stop 2

Paste the actwation request into the box below. Copy the contents of this box into your product
Make sure you paste all of the baxk, actvatan dialog boos.

<A Charye b 2 o - - - e

wad e machinehash>
<productoodes 1< /productcodas

<M Ay ers0n »>5-</majorversion =
cminorygrsions 0 minaraarsmans
ceeralnumbers00 1-001-001001-
0010<serianumbers
=gessionzablc? do4-5alg-6hiT-TikID-
mOnalp2arisd/sassions
<hcalexenSlocale:
ofactivationraquests

|

[ Get Activation Respanse ]

Click Get Activation Response.
When the activation response is displayed under Step 2, copy all of it.
Alternatively you can save the activation response.

6. On the computer where the licensing and activation program is running, paste the
activation response or if you saved it, load it from the file.
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Activate S0L Data Compare

into the box at:

Activate using the Red Gate Web site

Copy the bect in the box below, and pashe i

bitpaf vy red-gate, comyactirate

Paste the activabion response on the Manual
Activation page of the Red Gate Web site into
e oo beelowe,

<achvationregquest >

SVErSInn 3 version s
wmachinehash > 0000RE= K
Wl < fmachinehash =
<produchoode > 1 <fproduchoods »
MEforersion =6 [majorver sion >
<minoryarsion >0 </minormaerson>
<serialumber >001-001-001001-
0010 <sserialnumber >

«gesion >ablc23d4-5efg-ehi7-7ik9-
milmolp2ordsd < fsession >

<locake =en-Us <flocale =
<factivatiorreguest >

<minoryersion»0<{mnaorversion >

<edtion =professional < fedtion =
<sariainumber »001-001-001001-

0010 < serislrumbes >

<session >ablc23dd-Sefg-6hi7-7j9-
mOnol pEariss < eesion >

<[data

<signature>
SRdA603gMop bbb muMDSSE0I 0o+ 28w
TwB[PT+HognC ye+H+-+MBRPkaqiSsopk 7o
pOFmlgY Lk O MUGARQOLVOMMES bl abls
T | 3R 4qQSHZEMNDwaZ ouggtzdiys T 3wl
BTl M A LR JOhSesmxDEiSFuT A Z k=
=[signatures

<fackivationresponse>

|¢| Save to File.

redgete®

[u Load from File... ]

¢Back || Finsh J[ Cance

l

7. Click Finish.

The Activation successful page is displayed.

8. Click Close.

You can now continue to use your product.
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SQL Response can continuously collect SQL Profiler trace data on selected SQL Servers
you are monitoring.

Enabling the collection of trace data allows you to review the key SQL statements that

were executing around the time of a raised alert; captured SQL Profiler data from just

before and after the alert is displayed as part of the diagnostic data provided with each
raised alert on the Server.

In the Trace column of the Servers to show area in the Filter pane, SQL Servers that
are collecting trace data are labelled Yes.

To turn on the collection of SQL Profiler trace data for a SQL Server:

1. Right-click on the SQL Server in the Servers to show area of the Filter pane, and
click Server properties.

2. In the SQL Server Properties dialog box, select Enable collection of trace data.

Alerts that are raised on that SQL Server from this point on will include trace data in the
Performance snapshot section of the alert details pane. See Viewing performance
snapshot data (page 51).

If you turn off the collection of SQL Profiler trace data for a SQL Server, this will only
affect alerts that are raised from that point on. Existing raised alerts will still include the
trace data.

For a short period after you enable trace on a SQL Server, the server icon @ in the
Servers to show area indicates that SQL Response is attempting to connect to that SQL
Server. SQL Response needs to reinitialize the connection to the SQL Server when you
turn on collection of SQL Profiler trace data.

The following trace information is collected (SQL Server event number in brackets) :
RPC_Starting (11)
SQL_BatchStarting (13)

Audit_Login (14)
Attention (16)
SQL Exception (33)

Note: The Profiler trace events that are collected are hard-wired in SQL Response, and
cannot be customised.

© Red Gate Software Ltd 38
14 May 2009



Enabling the collection of SQL Profiler trace data on a SQL Server will increase processor
activity on that SQL Server (typically, by up to 5%). Enabling collection of trace data on
numerous computers can therefore reduce performance of the Alert Repository.

For that reason, we recommend that you enable trace data only on problematic or
important SQL Servers.

When SQL Profiler trace data is collected on a SQL Server, it is stored in the log folder for
that SQL Server. SQL Response then collects this trace data from each monitored SQL
Server at intervals of one minute, and stores it in the data folder on the Alert Repository
server. About 20 minutes worth of trace data is stored in the data folder on the Alert
Repository at any time; this requires roughly 1 gigabyte of disk space. Older trace files
are automatically deleted.

SQL Response provides some diagnostic information for each alert even when the
collection of trace data is turned off. CPU utilization, memory and disk performance, and
data from various other SQL-based counters are still collected.
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You can see all the SQL Servers you are currently monitoring and the connection status
of each SQL Server in the Servers to show area in the Filter pane, at the top left of the
application window:

|:| Servers ko show £ Trace
vl Il & DEYELOPMENT1
Nia
vl 15 FINANCE1
vl 15 FINANCEZ Yes
I's
vI Il & SALESTEST Yes
vl | & weBsITE

If the Filter pane is not displayed, from the View menu, select Filter pane.

Yes in the Trace column indicates that SQL Response is collecting SQL Profiler trace data
(page 38) on that SQL Server.

A check mark next to a SQL Server name indicates that alerts or recommendations are
being displayed for this SQL Server. See Viewing and filtering alerts and
recommendations (page 42).

The icon next to a SQL Server name indicates the current connection status and licensing
status of the monitored SQL Server:

L
R

SQL Response is activated on this SQL Server, and can connect to it.
SQL Response is activated for a trial period on this SQL Server.

Move the mouse pointer over the icon to see the number of days left in the
trial.

The SQL Response license on this SQL Server has expired.

To monitor this SQL Server with SQL Response, you must activate SQL
Response (page 32).

SQL Response cannot connect to the SQL Server or to the computer,
because of an authentication error such as an incorrect password.

SQL Response cannot connect to the SQL Server as the computer is
unreachable or the SQL Server instance is not running.

SQL Response is connecting to the SQL Server for the first time after it has
been added to the list of SQL Servers to monitor.
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Move the mouse pointer over the icon next to a SQL Server name to view a tooltip
containing more detailed information about the connection or licensing status of that SQL
Server:

I & DEYELOPMENT2 + DEYELOPMENTZ

I i FINANCEL + | SALESLIYE

15 AL Response could nok lag in to the computer because
T of an authentication error, e.q. incorrect passwiord

WM Login Errar @ Access is denied, (Exception from HRESULT: OxS0070005 (E_ACCESSDEMIEDT)
I Last checked 9/2/2008 5:15:22 PM

The colored alert bars next to a SQL Server name indicate whether there are any
uncleared high level, medium level or low level alerts, or any recommendations, on this
SQL Server:

| High level alert
Medium level alert
I Low level alert

I Recommendation

The level at which an alert is raised is part of the alert's configuration, which you can
change. If you have not edited the Default Template, the level at which each alert has
been raised is determined by the configuration for those alert types in the Default
Template. See Working with templates (page 60).

Note: the existence of cleared alerts on a SQL Server is not indicated by an alert bar, but
cleared alerts can still be viewed. See Clearing alerts and adding comments (page 55).

Whenever SQL Response communicates with the Alert Repository for a specific task, for
example to refresh the display of alerts or retrieve alert details, the task status is
displayed in the status bar at the bottom right of the application window:

Retrieving alert detals | & [ |8

=
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When SQL Response has been running for a short period, you should start to see a

number of alerts being raised in the main list.

Alert
Medium
Mediurn

I Low

I High

I High
Medium
Mediurn
Mediurn
Medium
Mediurn
Medium

Server
FINAMCEZ
FINAMCEZ
DEVELOPMEMTL
SALESLIVE
SALESLIVE
SALESTEST
FINAMCEL
SALESLIVE
FINAMCEZ
DEVELOPMEMTL
DEVELOPMEMTL

Type

Job did not skart

Job did not skart
Long running quety
Job did not skart

Job did not skart
Lows pheysical mermory
Low phesical memary
Low pheesical memory
Lows pheysical mermory
Low pheysical memaory
Low disk space

Detail
Frequent: Backup

Server Mainkenan...

Planned Executio...
Backup Sales Dat...

SALESTEST
FINAMCEL
SALESLIVE
FINAMCEZ
developrmenk1
Z

Lazt occurred

25/09/2008 13:52:34
25/09/2008 13:52:32
25/09/2008 13:52:31
25/09/2008 13:52:03
25/09/2008 13:52:00
25/09/2008 13:51:57
25/09/2008 13:51:54
25/09/2008 13:51:53
25/09/2008 13:51:52
25/09/2008 13:51:51
25/09/2008 13:51:46

Lo e B Y IR N o N A B |

[y

Note: All the examples in this topic refer to alerts; the list of recommendations can also
be grouped, sorted, and filtered in the same way.

Switch between viewing alerts and recommendations by using the buttons in the main

toolbar:

1] slerts

I Recommendations
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Select the Group by server check box on the main toolbar to collapse the list of raised

alerts into SQL Server groups.

Blert = Type Cretail Last ocourred Al
+ | | DEYELOPMENT1

+ | DEYELOPMENTZ2

+ | FINAMNCE1

+ | FINANCEZ

I | SALESLIVE

= 11l SALESTEST

¥

I High S0L Server unreachable SALESTEST 15/09/2008 13:32:18 1

I High Computer unreachable SALESTEST 15/09/2008 133210 1
Mediunm Job Failure Roll back data ko lask live... 150092005 01:00:00 22
Medium Low physical memory SALESTEST 10/09/2008 10:2:55 &

I Low SQL Server error log enkry  Error: 50000, Severity: 1.0 15/09/2008 01:00:00 21

+ | WEBSITE

To view the alerts in a group, click *, or double-click the group heading. Colored alert

bars in the group heading indicate whether there are any alerts of high, medium or low

level for that SQL Server, with the current selection of filters (including the current
timeframe).

When there are no alerts to display for a SQL Server, given the current selection of
filters, that SQL Server group is not displayed.

You can sort by column, within a group. Each expanded group is sorted separately.

Click a column header to sort the list of alerts by that column.

You can filter the list of alerts by selecting or clearing check marks for items in the Filter

pane.
«»I 1@ FINANCEL - alerts displayed
s - alerts filtered

You can select any combination of filters.

To filter alerts by: Do this:

SQL Server Select or clear check marks in the Servers to
show area.

Alert level Select or clear check marks in the Alert levels

to show area.
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Type of alert Select or clear check marks in the following
areas:

Server alerts to show
Job alerts to show
Process alerts to show

Timeframe Select the time in the From the last drop-down
list in the main toolbar

The alert bars next to the SQL Server name in the Servers to show area are unaffected
by any current filters that may be applied, including the timeframe filter.

[2] Servers to show @ Trace | | pler = Type
1= + | SALESLIVE
' # | SALESTEST
Ihis
1 1=

vI 1l i3 SALESLIVE

vl Il & SALESTEST Yes

1 1R

In the above example, the alert bars in the Filter pane on the left indicate there are
uncleared alerts at high, medium and low level on the two selected SQL Servers.

The alert bars in the list on the right reflect the current selection of filters, including the
timeframe filter, and so indicate that there are just high and medium level alerts to view.

Note: switching the view from alerts to recommendations may change the selection of
SQL Server filters; the SQL Server filters are saved separately for alerts and
recommendations.

A view saves the current state of the Filter pane, that is, which check marks are selected.
When you select the view from the Show box at a later date, these filters are instantly
reapplied. You maintain one set of views for filtering alerts and another for filtering
recommendations.

SQL Response has several predefined views available in the Show list, but you can create
your own custom views. The predefined views cannot be deleted.

Show: | Cleared alerts hd H

Al servers & alerts
High levvel alerts
Ackive alerts

Mone
Finance Servers
Sales Servers
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Note: The default views such as All servers & alerts or High level alerts always select all
the monitored SQL Servers.

To save a set of filters as a view:

1. In the Filter pane, select the filters you want to save You can choose any combination
of filters, for example, to show only high level Job type alerts on a specifed SQL
Server, or to show all Blocked SQL process alerts across all your monitored SQL

Servers.

The Showv list shows the last selected view with an asterisk, indicating that the
selection of filters has been modified.

Click the save view button ki in the main toolbar.

In the Save View dialog box, type the name for the view. When you save a modified
view, you can either save it with the same name to overwrite it, or change the name
to create a new view. You cannot save a custom view with the name of a predefined

view, for example Active alerts.
The view does not save the current timeframe, or the Group by server setting.

If you save a view that has all the SQL Servers selected, any new instances you
subsequently add to SQL Response will not automatically be included in that view.
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Click on an alert to view more information about it in the alert details pane below the list
of raised alerts:

Alleal Server Twpe Datal Last occupred w Al occumen..
I Low DEVELOPMENTL Long runring query 10/09/2008 09:54:28 10
DEVELOPMENTL Job did niok skart Sarvar Mankanance and Papar 10{09) 2008 09:53: E
Medium DEVELOPMENTZ SOL Agent nak running DEVELOPMENTZ 10{091 2006 09:44: 14 1
Medium FINAHCEZ Lawe phiysical memdry FINAHCEZ 10092006 09:43:49 1
Medium SMLESTEST Lows physical memory SMLESTEST 100 2008 09:42:46 1
Medum DEVELOPMENTI Lows pheysical memory DEVELOPMENTI 10005y 20008 109 35, 44 1
Medum  DEVELOPMENTL Lows disk. space s L0/09f 2008 09: 35:43 |
Job did not start
Seryer Maintenance and Repair on DEVELOPMENT L 0 Clear plert | {3 Edt et Configuration... | @ E] B
Job should have started at:  10/09/2008 09:53:00 Al occurences: @ A J
Feason Far nob starting:  Previous run hasn't Finished Viewing this ocourrence: | ahast: 1000502008 05:53:00 w
User name:  DEVELCPMENT L administrator Alert roised ak: 10072008 09:53:00

Hest scheduled boorun:  DOJOS/2008 0F:54:00

= Johb step details Lf)
+ Performance :napllml: wh=n slert was raizad C7]
* Sysbem processes when skl was raged L]
+ Comments LE]

The alert details pane shows a summary of the alert, and provides a number of
expandable sections. These sections contain further information about the alert, and
diagnostic data, to help you identify what was happening on the SQL Server at the time
the alert was raised. Click on a section heading to expand or collapse that section.

The first expandable section is specific to the type of alert raised. For job-related alerts,
for example, the Job step details section lists the steps of the job, and if appropriate,
the outcome of each step. For Long running query, Blocked SQL process, and SQL
deadlock alerts, the first section lists the processes involved and includes a query
fragment for each process.

All data for the alert is relative to the time the alert was raised. For example, the Next
scheduled to run time for job type alerts shows the next run after the displayed alert
time; if you are viewing an alert raised several hours or days previously, the time of the
next run may be in the past.

You can aﬁust the height of the alert details pane by dragging it up or down, or by using

the buttons to move the pane to a fixed height.

. ] . .
Click to open the alert in a new window.
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All times shown in SQL Response are local to the SQL Server on which the alert
was raised.

For example, if you are monitoring SQL Servers in Moscow on a computer running SQL
Response in New York, then the alert times displayed in SQL Response will all be eight
hours ahead. If you are monitoring SQL Servers across numerous time zones, this means
that sorting the list of alerts by the Last occurred column may not give you a
chronological list of the most recent alerts.

When you view an alert, the latest (most recent) occurrence is displayed. You can review
earlier occurrences of the alert by doing one of the following:
e click the previous occurrence button

e from the Viewing this occurrence list, select the occurrence you want to view.

Ocourrences inlast 1 hour: 3 o

Wiewing this occurrence: | Latest: 03/09/2008 13:23:40 v

Latest: 03092005 13:23:40 ~
03/09/2008 13:05:30
03/09/2008 12:56:43

Alert raised ak;

03/09/2008 12

W

The most recent occurrences are listed first, but you can scroll down to view
occurrences not within the current timeframe (shown in grey).

A new occurrence of an alert is raised when the same problem happens again on a SQL
Server; that is, the basic details of the alert are identical. For example, when the same
job fails twice in an hour, an additional occurrence of the Job failure alert is raised for
that specific job; the job name is shown in the Detail column. If a different job fails, a
separate Job failure alert is raised.
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e For connection type alerts (SQL Server unreachable, Computer unreachable,
SQL Server login failure, and Computer login failure), a second occurrence of the
alert is raised only when the connection has first been re-established and then fails for
a second time. If the SQL Server remains offline or unavailable, only the initial
occurrence of the alert will be listed.

e For SQL deadlock, Blocked SQL process and Long running query alerts,
repeated instances of the problem are grouped into a single alert, rather than into
separate alerts for each process or query. Select an occurrence of the alert to view
the details for the specific problem.

For example, a number of different queries overrun on a SQL Server within a half-
hour period, resulting in 20 occurrences of a single Long running query alert, rather
than 20 separate alerts in the main list. Use the Viewing this occurence list in the
alert details pane to review the query involved in each separate overrun.

When you clear an alert, you clear the status of the alert as a whole; you cannot clear an
individual occurrence of the alert. Clearing an alert identifies the current status of the
problem rather than being a property of an individual occurrence. See Clearing alerts and
adding comments (page 55).

The Performance snapshot section provides a snapshot of SQL Server and CPU activity
leading up to the time the alert was raised, and for a short period afterwards. As SQL
Response is monitoring your SQL Servers continuously, this data is already captured, and
can be included in the details of the alert. If you have enabled the collection of SQL
Profiler trace (page 38) on a monitored SQL Server, then you can also view the Transact-
SQL statements for each connection to that SQL Server in the period leading up to the
alert.

See Viewing performance snapshot data (page 51).

Performance snapshot information is available for all alerts except the following:
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e Computer login failure, SQL Server login failure
e Computer unreachable, SQL Server unreachable

e SQL Agent not running

The System processes section lists the Windows processes that were running at the
time the alert was raised.

# Perfformance snapshot when slert was raised Le)
= System prCesses whan alart was rased LT
Frocess Mame 1] Start Tme dpmoKEnd Tme  OFU Time Mem Usage = WM Size 5

slsErer, awe 452 | T 5005 18 AT - 88,735 158.0 M8 1.7a8

S ExE 5&8 L7zia00e Lai2a:18 - Zlg45 4 E3.6HE 1.746

el e 1858 L TI0ESA009 1823013 = K-L 42.0 B 97,6 ME

evchost axe L1136 1722009 16 55:04 - 154,66 ¢ 6B 211.5MB

RedGate 'Eu'ﬂmrm':n.nh'fnq-nt 4492 IR‘II'I.?_I'?"I.'Irn L5034 BES *H.3ME 187.7 M8

eEplorer sxe 384 1EEra009 008 1E - B0.03 5 F3.3HB 120.8 MB

sty e 156 |7z 2009 L2317 B.305 T2 ME 197.1 M8

VAT, s 244 ITHO2M2009 La2A2 - 133.73: 12.9HB E7.5HB

MSDESSrT . 8l 196 ITOES200% 1§31 - 0LE3s 12,7 ME 2699 MB

lsass. muwe Tid i A0 2008 1a 2803 - 46,6805 12.4HB ] L
L)

For each process, the following data is provided:
e ID: The numerical ID assigned to the process by Windows while it was running.
e Start Time: When the process started.

e Approx End Time: When the process ended. This column is empty when the process
was still running at the time the alert was raised.

e CPU Time: The total processor time, in seconds, used by the process since it was
started, at the time the alert was raised.

¢ Mem Usage: The amount of main memory used by the process, at the time the alert
was raised

e VM Size: The amount of virtual memory, or address space, committed to a process,
at the time the alert was raised.

These performance measures are the same as those available in Windows Task Manager.
Click on a column heading to sort the processes by that column.

The data provided is a snapshot of Windows process information from around the time
the alert was raised. This data could be from up to ten seconds before the exact time the
alert was raised; process data is captured every ten seconds.

Comments can be added to an alert only when that alert is cleared; they allow you to add
notes about the causes of the problem and describe any actions taken to resolve the
issue. When comments are added to an alert, the time and user name are added
automatically.
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Comments are not attached to any specific occurrence of an alert. If an alert is cleared,
re-raised, and then cleared again several times, each additional comment will be
appended to the list. All comments for an alert are always available to view.

To view the comments made on alerts that are currently at Cleared status, ensure that
the Cleared alert filter check mark is selected in the Alert levels to show area of the
Filter pane.

See Clearing alerts and adding comments (page 55).

You can select several alerts in the main list at once.

. . . 3
® To open each selected alert in a new window, click

e Click Clear Selected Alerts to clear multiple alerts at once. Adding a comment to the
cleared alerts will add the same comment to each alert.

Recommendation details do not contain multiple sections. Each recommendation contains
basic information about the data that caused the recommendation to be raised, and a
description of the issue.

See About alerts and recommendations (page 5).
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Viewing performance snapshot data

The Performance snapshot section of an alert shows:

e a graph of various performance counter values, such as CPU Usage and SQL
Scans/Sec, in the period leading up to the alert and for a short period afterwards

e all SQL processes being executed in that period

e the T-SQL statements for each process (only available for SQL Servers on which you

have enabled SQL Profiler trace data collection)

The performance snapshot is not a live view of current activity on your SQL Server.
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Performance snapshot information is available for all alerts except the following:

e Computer login failure, SQL Server login failure
e Computer unreachable, SQL Server unreachable

e SQL Agent not running

Working with the performance graph

The graph shows the values of performance counters leading up to the time the alert was

raised.
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For CPU utilization unusual alerts, only CPU and memory counters are available.

100+ Alert raised
A B CPU Usage (%)
95 1
A I Mermory Usage (%)
an I 1 r 1 I
CPU Queus Length
30 1
5c | B Memory PagesiSec
20 B 5oL Aveq Wit Time (ms)
154 A / Buffard Hit Ratio (%)
10 4
U S0L Scans)gec
5 -
/:""--...___h_ /\ B 50U Trans/sec
04 = .
-5 l 55L Connections
13:16:40 13:17:00 13:17:20 13:17:40 13:18:00
15/09/2008 15/09/2008 15/09/2008 15/09/2008 15/09/2008

The relative position of the Alert raised line along the time axis varies, depending when
the alert was raised relative to the last time SQL Response collected performance data
from the SQL Server. SQL Response polls the SQL Server every few seconds for
performance counter data.

Note: For a short period after first installing or restarting the Alert Repository service,
some counters may not be available.

Select the performance counters to display on the graph using the check boxes. The scale
automatically adjusts based on your selection. The following counters are available to
display:

CPU Usage: Percentage of processor resources being
utilised
Memory Usage: Percentage of physical memory being used
CPU Queue Length: Number of threads waiting for processor
time
Memory Pages/Sec: Number of memory pages read or written
to disk
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SQL Avg Wait Time: Amount of time in milliseconds that a user
is waiting for a lock.

This is an average value compiled over the
monitoring period

Buffer Hit Ratio: Percentage of pages in the buffer
compared to the disk

SQL Scans/Sec Number of unrestricted full table or index
scans per second

SQL Trans/Sec: Number of database transactions executed
per second
SQL Connections: Number of active user connections

For more information about these performance counters, see:

® SQL Server Central: Basic Perfomance Monitoring Counters
http://www.sqlservercentral.com/articles/Administering/performancemonitoringbasicc
ounters/1348/#cputime

e SQL Server Performance: Tips for Using Performance Monitor CPU Counters
(http://www.sqgl-server-
performance.com/tips/performance_monitor_cpu_counter_pl.aspx)

To view the Transact-SQL statements for a SQL process, select the process in the list
next to the graph. Transact-SQL statements are captured by a SQL Profiler trace that
runs continuously on SQL Servers that you specify. If trace has not been enabled,
Transact-SQL statements are not available.

Processes marked with a green check mark next to them have trace data to view; the
statements are listed below the performance graph.

@ &0 SQLAgent - Job Manager Trace data available

61 SoLAgent - Update job activicy No trace data available

If a process does not have trace data, it indicates that the connection was idle at the time
of the alert.
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Examining SQL statements from a defined time period

When you select a process in the list, you can then click and drag to select a region on
the performance graph:

1007 Alert raised
B cPU Usage (%)
95 4
B Memory Usage (9%
| | T
CPU Queue Lenagth
30 1
75 B Memory Pages/Sec
20 B scL Avg Waik Time (ms)
154 Euffer# Hit Ratio (%)
10 4 I —
0L Scans)Sec
5_
. /\ B 5oL Trans/Sec
0 = >
_ I SL Connections
13:16:40 13:17:00 13:17:20 13:17:40 13:18:00
15/09/2008 15/09/2008 15/09/2008 15/09/2008 15/09/2008

When you select a region, SQL statements for the selected process are filtered to show
only those that executed in the defined time period.

To clear the selected region, click once on the graph.

If you do not clear the region, the SQL statements for any process you select will
continue to be filtered by the time period on the graph.

Turning on SQL Profiler trace

To turn on tracing for a SQL Server, right-click on the SQL Server in the Servers to
show area of the Filter pane, and select Server Properties. In the Server Properties
dialog box, select Enable collection of trace data. Future alerts raised on this SQL
Server will show captured Transact-SQL statements.

See Collecting SQL Profiler trace data (page 38)for more information.
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Clearing alerts and adding comments

Clearing a raised alert may be useful when you want to:

e categorise the alert as not currently a problem

e remove the alert from your checklist of issues requiring further investigation
e indicate that the problem raised by the alert is resolved

e temporarily hide the alert until the next time it is raised

e add a note to the alert to record the cause of the problem, or to describe any actions
taken to resolve it

Cleared alerts can still be viewed; all the alert details (including performance snapshot
data) are available for all cleared alerts.

To clear an alert

To clear an alert, click Clear Alert in the alert details pane.

You can also right-click the alert in the main list, and select Clear Alert.

Difference between active and cleared alerts

Active alerts are alerts that are not currently at cleared status. The image below shows
an alert raised at high level:

R Alert Details - SQL Response =13
S0L Server unreachable
FINANCEL I. Clear Alert | [«J Edk Alert Configuration. .. I;
Was unreachable at:  02)i09/2008 14 Ocourrences: 1 1 i
Vigwing this oocurrence: | Latest: 02/09/20065 14:20:47 b
Alert rateed st 02/09/2008 14:20:47
- Error message details (7]
; & transport-level error has ocourred when sending the request o the server, (provider: TCP Provider, ervoe: O - &n existing
i conmection was Forcibly closed by the remote host.)
+ Comments (7]
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The same alert after being cleared:

ﬂ Alert Details - 541 Response

S0L Server unreachable
FINANCE] Clear Alert | |23 Edi Alert Configuration. . |

Was urreachable at:  02/0%/2008 14 Ocorrences: 1 | e

Viswing this occurrence: | Lakest: 020972008 14:20:47 -
Hlert raised at;  02/09)2008 14:20:47
flert cleared ab:  03/09/2008 15:02:51

= Error message details ("7

& transport-level error hias ocourred when sending the request to the server, (provider: TCP Provider, error: 0 - An
exlsting connection was Forcibly closed by the remote host )

= iComments | 7]

Diate Cleared by Commmenk
03f09/2008 15:02:51  John Do (DEA Mox) Passed on ko Bob bo book at,

e All the alert details can still be viewed
e A comment has been added, displayed in the Comments section

e An Alert cleared at timestamp has been added; if the alert is raised again, this
timestamp is removed

A cleared alert will be raised again when the same problem re-occurs. For example, if you
clear a Job failure alert for a particular job, and that job fails again an hour later, the
alert is raised again, and the number of occurrences of the alert is increased by one.

Disable the alert when you do not want to be informed again about this particular job
failing:

1. In the alert details pane for the selected alert, click Edit Alert Configuration.
2. Select Disabled.
3. Click Apply Changes.

By default, the alert is only disabled for the specific job; you can disable it for all jobs on
the SQL Server, or for all Job failures on a number of SQL Servers. Disabling an alert
stops it being raised in the future; it does not remove any historical alerts from SQL
Response.

If you receive a large number of alerts for an issue, you may want to fine-tune the
settings of the alert. Click Edit Alert Configuration to adjust the alert thresholds.

See Configuring alerts and recommendations (page 66).
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To add a comment to an alert, you first need to clear the alert.

When you click Clear Alert, the Add Comment to Alert dialog box is displayed, in which
you can enter the comment text.

Add Comment to Alert E

Ceared by: | Johin Doe (DEA Mor)

Commert: | | took a quick loak at this, Passed an bo Dev to
sem I they cam oplimize query.

[ ok || cencal |

Your user name is automatically entered in the Cleared by box; you can edit this name,
if required.

e To add a comment, type the comment text and click OK.

The comment is added to the Comments section of the alert details, and includes the
time the alert was cleared and the user who cleared it. Each new comment is added to
the top of the list.

e To add an entry to the Comments section indicating the time the alert was cleared
and the user who cleared it, but without any comment text, click OK without typing
anything in the Comment box.

Note: Adding blank entries may not be allowed (the OK button is unavailable until
some text is typed). You can change this behavior in the Options dialog box.

® To clear the alert without adding a comment, click Skip. No entry will be added to the
Comments section of the alert details.

Note: Skipping alerts may not be allowed (the Skip button is unavailable). You can
change this behavior in the Options dialog box (see the next section, Turning off
comments).

Comments are not specific to an individual occurrence of an alert. All comments added to
the alert are always displayed in the Comments section of the alert details, for any
selected occurrence.
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In the example below, the Job did not start alert has been raised a total of 16 times for
the Server Maintenance and Repair job on the DEVELOPMENTL1 server. Three comments
have been made, indicating the alert has been cleared three times. Note that the second
time the alert was cleared, a blank comment was added.

EM&H Details - SOL Response
Job did not start
Server Maintenance and Repair on DEVELDPMENT 1 Clear dlert [ Edk Alert Configuration. . |
Job should have started st:  0%/09{2008 09:35:00 M occurences: 16 3| #
Reason for not starting:  Prewious run hasntt finshed Viewing this ocourrence: | | abest: (4092008 09:35:00 w
Usar name:  DEVELOPMENT Ladministrator Alert raised st 04092008 09:35:00
Pext scheduled torun:  D409/2008 14:536:00 Alert cleared ak; 04092008 03:35:29
+ Jnb step details L7
+ Performance snapshot when slert was rsised (7]
+ System processes when dert was rased L]
= Comments L}
Diale Cleaied by Cewnenarit
D00 2008 09: 3557 John Do (DBA Mgr) Job stll owerrunning. Passed to Dev Manager to look at.
0G3/09/2006 15:18:08 John Do (DB Mgr)
0309 2008 14:43:39 Johin Dioe (DB Mgr] Jcb hias besen rewntten

There is no correlation between any specific comment and a particular occurrence of an
alert. Clearing an alert changes its overall status, rather than clearing a selected
occurrence only.

When you first run SQL Response, adding comments when clearing an alert is enabled by
default, and comment text is required before the alert can be cleared. To change options
for adding comments:

From the Alert Repository menu, select Alert Repository Options, then:
e To disallow comments, clear Enable comments when clearing an alert.

e To require comment text in the Add Comment to Alert dialog box before the alert
can be cleared, select Require comments.

When this option is cleared, you can Skip the adding of a comment.

Viewing cleared alerts allows you to review information about alerts, for example the
number of times a particular problem occurred within the last month, and information
about actions taken to resolve the problem.

To view cleared alerts:

1. In the Filter pane, clear the check box next to Alert levels to show to hide alerts at
all levels.
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Select Cleared alert.

g
d

[2] alert levels ko show

v | Cleared alert

Only cleared alerts will be displayed in the main list.

3. Select any other filters you want, for example to view cleared alerts on selected SQL

Servers only, or to view specific types of alert.

Fraom the last:

5. Select the Group by server check box in the main toolbar to collapse the list into
SQL Server groups, if required.

Select an alert, then review the details for any occurrence of the cleared alert. See

3 hours W

1 hour

3 hours
A hours
12 hours
1 day

3 davs

2 weeks %

1 month
3 months
A months

1 wear
=no filker =

Viewing alert details (page 46).

Select a timeframe in the From the last drop-down list. For example, select 1 week
to view all cleared alerts from the last seven days:
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Working with configuration templates

A configuration template contains the settings for each type of alert and
recommendation. Each monitored SQL Server inherits the settings for all alerts and
recommendations from the template it uses.

To manage templates, click ’-»:»Jg Configuration in the main toolbar to display the
Configuration dialog box.

B Configuration

Templates: & o Defaut Template | (3 production Servers | [] Test Servers Tenplate | [d] Develogment Servers | 549
J Edit Template Wl Configure & Server Configars Emad, .. Lir Assgn Servers to Template. ..

= Aberts
50U Server unreachable Ensbled | High
Computer unreachable Enablad I Hgh
5L Server logn Fabure Ervsbled I High
Coofnputer koo Fahms Erssbibed I Hagh

Joity chrakion urdsusl Dizabded e

Diefault Ternplabe ' Job Failurs

12 Enabled

: Configure Emal.., |

M Undo Changes | |l Save Changss

e The upper pane lists all the types of alert and recommendation available in SQL
Response, and the current settings for each for the currently selected template.

e The lower pane enables you to edit the settings for each type of alert or
recommendation, either at the template level (on the Edit Template page) or for a
single SQL Server (on the Configure a Server page).

SQL Response has a Default Template available when you first run it. This provides
suitable settings for monitoring a typical SQL Server, but you can create your own
templates for groups of SQL Servers that require the same configuration for monitoring,
for example Production servers or Test servers.
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To see the list of SQL Servers using a template, click on the tab to select the template,
then click Configure a Server.

%+ Configuration

Templates: © (] Default Template | [ Production Servers
|;|f" Edit Template i Configure a Server {1 Configure Email...

g

+ a FINANCE1

+ 5 SALESLIYE

%l & SALESTEST

Editing a template changes the configuration of all SQL Servers that use the template.
When you have already applied an override at the SQL Server level, then editing the
template will not change any overridden options. See Configuring alerts and
recommendations (page 66).

To edit a template:

1. Click on the tab to select the template, then click Edit Template.

2. Expand Alerts or Recommendations to list all the types of alert or recommendation

available in SQL Response.

3. Select the type of alert or recommendation you want to edit, then change the settings

in the lower pane.

4. Click Save Changes. The change will be applied to all SQL Servers that use the
template.

Note: A change to the configuration of an alert will only apply the next time the alert is
raised. Currently raised alerts are not updated.

Changing the configuration of a SQL Server overrides the template setting for that
individual SQL Server.

To edit the settings on an individual SQL Server:
1. Click Configure a Server.
2. Expand the SQL Server and then expand Alerts or Recommendations.

3. Select the type of alert or recommendation you want to edit, then change the
configuration for that alert in the lower pane.
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4. Click Apply Changes. The change will be applied only to this SQL Server.

An override icon ™ indicates that the setting on this SQL Server is now different from
the template setting, and will not be updated when the template is edited.

Configuring an individual job, disk drive or database

When you configure an alert that can apply to different instances of a problem, you can
fine-tune the settings for each item individually. You can edit the alert settings for each
individual:

e job (for Job failure, Job did not start, Job duration unusual alerts)
e disk drive (for Low disk space alerts)

e database (for Database state change alerts)

For example, the Job failure alert may be configured on a SQL Server to be raised at
Medium level, but for a single specific job, you can disable it, or raise it at a different
level. (Note: individual jobs, databases, and disks are not available if SQL Response

cannot connect to the SQL Server.)

To change the settings for a specific job, expand the Job failure alert to list all the jobs
on the SQL Server then select the job:

B Configuratien E|
Tomplates: & L [ r—— i

A B Tewplaba il Condpure & e [y Cenfigune Enad . A Assagn Sereeni to Tenglada. ..

1l SALESLIVE e
Aleris
SO0 Seraer unriachiable Enabied I =gh
Comguber uveachabis Enablsd I Hegh
SO Serveer logen Tl Enablsd I Hch
Computer kg [l Enabled I Hegh
= Job Nelure Enibied MiSan

Backug Sabes Databiass [Creermaght)

Manied Execution 33

B Jeb dhoratsen urdrual Enablisd B Low

Sabes Servers | SALESUIVE | Jobs Tailere  Planned Activity 17 & Festore Server Seltings

1) Dimsbladd
=) Enstlsd

At el L T L

Send emad ty; | Jolnesliriomsaly. org
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When you click Apply Changes, tbe settings for that job will override the settings on the
SQL Server, and the override icon ™ will be added to the job:

= Job Failure Enabled Medium
Backup Sales Database (Cvernight)
Planned Activiky 17 " Enabled I High

Planned Execution 33

Jobs, databases, or disks that are listed without an override icon inherit their settings
from the alert at the SQL Server level (that is, from the alert type at the top of the list).

Note: An alert for a specific SQL Server can override the template setting, and can itself
also have overrides at the job, database, or disk level.

To create a new template:

|
1. Click the Create new template w tab.
The Create New Template dialog box is displayed.
Type the name for the new template in the Template name box.

Select whether to create the template with the same initial configuration as an
existing template, or with the default Red Gate settings (these are the same
configuration settings as those in the Default Template when first installed).

4. Click Create. The template is added as an additional tab on the right of the existing
tabs, and selected by default.

You can rename a template by right-clicking on the template tab and selecting Rename
Template. Template names must be unique.

When you create a new template, it is created empty (no SQL Servers use it). Once you
have created one or more new templates, you should assign SQL Servers to those
templates.

To specify which template a SQL Server should use:

1. Click the tab for the template you want to assign one or more SQL Servers to.
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To view the SQL Servers currently using the selected template, click Configure a
Server.

@ Default Template

@ Configure a Server [ Configure Email... E_ﬂ Assign Servers ko Template, ..

2. Click Assign Servers to Template.

3. The Assign Servers to Template dialog box is displayed.

B3 Assign Servers to Template @

Frari: | Default Template b |

S0L Servers: | DEVELOPMENT1
DEYELOPMEMTZ
FIMAMCEL
FIMAMNCEZ
SALESLIVE
SALESTEST
WEBSITE

*

Tos |F‘r-:u:|uu:ti|:|n vl [ Create Mew Template. .,

SOL Servers:

when you move a SQL Server bo a different template, all its
alerts and recommendations will be updated ko use the
configuration defined in the target kemplate,

If wou have already changed the configuration of an alert ar
recommendation on a specific server, select the option below to
keep the current setkings:

Do not override settings changed at server level

Cancel

4. The From list always selects the Default Template when the dialog box is first
displayed, and lists below it the SQL Servers currently using the Default Template. If
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the SQL Server you want to assign does not currently use the Default Template, select
a different template from the From list.

5. The To list defaults to the template that you selected before clicking Assign Servers
to Template (the target template). If this is not the correct template, select a
different template from the To list.

Note: the SQL Servers box below the To list is always empty when the dialog box is
first displayed; it does not list any SQL Servers that already use the target template.
If you select a different template from the To list, all the assigned SQL Servers will be
moved.

6. Click to assign a SQL Server to the target template. It will be displayed
below the To list.

7. Select Do not override settings changed at server level if you want to keep
overrides on any of the SQL Servers you are assigning to a different template. An
override is created when you have edited the setting for an individual SQL Server, so

that it differs from the template settings. Overrides are indicated by Wi in the
Configuration dialog box.

8. When you have assigned the SQL Servers you want, click OK.

To delete a template, right-click on the template tab and select Delete Template.

You can only delete a template which is not used by any SQL Servers. To reassign SQL
Servers to a different template, click Assign Servers to Template.
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Configuring individual alerts and recommendations

When you view a raised alert, you may decide that the particular alert raised for that job,
database, disk drive or SQL Server is not behaving as you want. You can:

e disable it altogether, so it is never raised again
e change the level at which it is raised in future
e change the thresholds that trigger the alert to be raised

e set up an email recipient for the alert

To configure a raised alert, select the alert in the main list and click Edit Alert
Configuration.

Changing the configuration of a raised alert

In this example, a Job did not start alert has been raised for the Planned Execution 33
job on the SALESLIVE server at medium level. Suppose you want to raise this type of
alert as a high level alert in future.

ﬂhlert Details - 5QL Response

Job did not start ;
Planned Execution 33 on SALESLIVE || Coar Alert | {102 Ede Mt Configuration... |
Job shoukd have started sk:  22/03[2008 17-00:00 Al ocourrences: 7 (8] #
Reearsan for not starting:  Previous run hasn't finished Viswing this oteurrence: | Latest; 220802008 17:00:00 -
User name:  SALESLTVE|Sdministrator Alert raised st ZEM09/Z008 17:00:00

Hezck scheduled bo run; 2302008 17:05:00

Job step details
Performance snapshot when abert was rased
System processes when alert was rased

=888

B B B B

Comments

Clicking Edit Alert Configuration displays the Configuration dialog box at the
Configure a Server page for the SALESLIVE server:

%+ Configuration

Templates: o | Default Template E

[ Edit Template i5 Configure a Server
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In the lower pane you can see the current settings for this alert, and the scope of the
changes you are making.

Sales Servers ', SALESLIVE %, Job did not start %, Planned Execution 33

) Disabled
{¥) Enabled

Alert level; Medium w

When you edit a raised alert, by default you change the settings at the most specific
level, as indicated by the breadcrumbs (the path shown in bold text) above the alert
options. These breadcrumbs are in the format:

Template\ SQL Server \ Alert type \ Job

When you edit the alert settings, a message confirming the scope of the changes is
displayed in the bottom right of the pane:

This change will only be applied ko;
Planned Execution 33 job on SALESLIVE

A Undo Changes ] [":T} Apply Changes

This message confirms that you are editing the settings for a single job only on thg SQL
Server. When you change the alert settings for an individual job, an override icon k-
indicates that the settings for the specific job (changed to high level) are now different
from the settings on the SQL Server (medium level):

= Job did nok skart Enabled Mediunm
Backup Sales Dakabase (Cvernight)

Planned Ackivity 17

' |

Note that not all alert types can be expanded to show more detail. For example, Long
running query alerts or Blocked SQL process alerts cannot be expanded to list individual
alerts or queries.

The level of the existing alert will not be altered; when the alert is next raised, its level
will be high.
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If you want to change the settings for all jobs on the SQL Server, click the Job did not
start alert type above the list of individual jobs in the upper pane of the Configuration
dialog box:

= Iob did nok skart Enabled I Medium

Backup Sales Database (COvernight) h

Planned Ackivity 17

Planned Execution 33

Sales Servers ', SALESLIYE % Job did not start

) Disabled
{(¥) Enabled

Alert lewvel Medium w

The breadcrumbs in the lower pane now indicate that you are editing the settings for the
Job did not start alert type on the SALESLIVE server only, but a specific job is not
listed. The changes will be applied to all jobs on this SQL Server.

When you edit the alert settings, a message confirming the scope of the changes is
displayed:

This change will anly be applied ka:
SALESLIVE

8 Undo Changes ] ["'5?1 Apply Changes ]

When you change the alert settings on a SQL Server, an override icon Wi indicates that
the setting for the SQL Server (in this case, high level) is now different from the setting
in the template (medium level):

=| Job did nok start % Enabled I High
Backup Sales Database (Cvernight)

Flanned Ackivity 17

Planned Execution 33

To edit the email recipient setting for an alert, you first need to enter your Mail Server
settings. If you have not yet set up your Mail Server in SQL Response, the Send email
to box is unavailable. You can apply an email recipient to a single alert, or to all alerts in
a template.
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Emails are not sent for recommendations.

See Setting up email (page 70).

Recommendations are configured in the same way as alerts:

e Each type of recommendation can be configured for a specific database on a SQL
Server, or for all databases on the SQL Server, or at the template level

e Most recommendations do not have configurable thresholds
e Recommendations do not have different levels

e Recommendations do not send emails

If you want to edit the settings of an alert or recommendation for several SQL Servers,
then you need to edit the template (page 60). Editing the template applies the
configuration to all SQL Servers that use the template.
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SQL Response can send an email to one or more email recipients whenever an alert is
raised.

An email is sent when an alert is first raised, and whenever an alert changes from cleared
to active status. If you do not clear an alert, no further emails will be sent for that alert,
regardless of any additional occurrences of the alert.

No emails are sent for recommendations.

To set up email recipients for alerts, you need to:
1. Enter your mail server settings.

2. Apply an email recipient to a template; this changes the settings on all alerts for all
SQL Servers using the template.

3. If required, change the email recipient for an alert type in a template.

If required, change the email recipient for an alert type on a specific SQL Server.

Before you can set up an email recipient for an individual alert or for a template, you
need to enter the details of your mail server. The Send email to box in the
Configuration dialog box is unavailable for an alert until you set up the mail server.

Send email to: |- Email not set up - [ Configure Email. ...

In the main toolbar, click 1-‘;"5 Configuration.
2. Click Configure Email.

Note: You can also click Configure Email next to the Send email to box if you are
editing the settings of an alert in the Configuration dialog box.
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6.

Click Mail Server Settings. The Mail Server Settings dialog box is displayed:

EE Mail Serwver Settings [Z|

SMTF host: |F'|:|sI:ServerF'atl@mycnmpany.u:urg |

Part: 2515

Account user name: | |

Fassword: | |
Send from name: |SQLRespDnse@mycampany.nrg | (7]
Send kest email bo: |J|:|hn Dos@nyCompan'y . org | [ Send Test Email, .. ]

[ 0K ] [ Cancel

Enter the details of your SMTP host, port number and, if required, the account user
name and password.

In the Send from name box, enter the name that you want to be displayed in the
From field of emails sent by SQL Response. The name must be a valid email format,
including the @ symbol.

Click OK.

Note: When your mail server settings have been entered, the Configure Email button is
no longer displayed next to the email address for an alert type.

Applying an email recipient to a template

An email recipient applied to a template will be used for all alerts on each SQL Server
that uses the template. This is a quick way to apply the same email address to a group of
SQL Servers at once.

In the main toolbar, click 1-:#5 Configuration.
Click Configure Email.

In the Configure Email dialog box, enter the email recipient address in the Send to
box.

To send an email to multiple recipients, separate the email addresses with a comma.
To send emails to larger groups of people, use a mailing list.
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4. Select the template to apply the recipient to. You can select All Templates to use the
email address for all alerts.

L4 Co nfigure Email b—<|

Before wou can sek up email recipients for a kemplate vou need to specify your Mail Server settings,

[ Mail Server Settings... ]

501 Response can send an email when an alert occurs, To set up an email recipent For a Q
template, enter it below, This will override any email recipients wou have already specified.

{f} Send to; JohnDos@mycompany, org

For: &ll Terplates w

() Remove emdDefault Template
Sales Servers

For:

Apply l [ Cancel

5. Click Apply.

Applying a new email recipient for a template will override any existing email recipients
for all alerts in that template, including email recipients you have edited individually in
the template or changed at the SQL Server level.

Changing the email recipient for an alert type in a template

When you have applied an email recipient to a template, you can see the email recipient
for each alert type as part of the alert configuration. The column on the right in the upper
pane lists the email address for each type of alert. If you have already applied an email
recipient to the template, these email addresses will all be the same:

I High
I High

I High

High Login ko computer unsuccessFul JohnDos@my companty,arg

Mediurn

I Low

Mediurm

To override the email recipient for any individual alert type in the template:

1. Select the alert type in the upper pane.
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2. In the Send email to box in the lower pane, delete the existing text, and type the
new email address.

= s ey e Balli@my compary. or g
To disable email alerts on this alert type, delete the email address to leave the Send
email to box blank.

3. Click Save Changes.

Note: If you select a different alert type without first saving, any changes will be lost;
you need to save one alert type at a time.

The email recipient is changed for the selected alert type:

I High

I High

I High

|
Mediurn

I Low

Mediunm

Any Computer login failure alerts for a SQL Server using this template will now be sent
to the specified email address. If you subsequently apply a different email addr